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Scribe and SolitStream
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- Every piece of data $d$ has an ID $i d(d)$
- ... and is associated with the node $p$ with $|i d(p)-i d(d)|=$ min.
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■ Let $p$ be a node.
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## Example

|  | $. .1 .$. | $. .2 .$. | ..3.. | ..4.. |
| :---: | :---: | :---: | :---: | :---: |
| $x \mathrm{xxx}$ | null | 2 xxx | 3 xxx | 4 xxx |
| 1 xxx | 11 xx | null | 13 xx | 14 xx |
| 12 xx | 121 x | 122 x | null | 124 x |
| 123 x | 1231 | null | 1233 | 1234 |

$R_{p}$ with $\operatorname{id}(p)=1232$

$$
|B|=4 .
$$

## Size of $R$

## Theorem

$R_{p}$ for node $p$ contains usually $\leq \mathcal{O}\left(\frac{\log n}{b} 2^{b}\right)$ entries.
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- For all $q \in M$ the distance $d(p, q)$ should be small.
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## Example 2

| Nodeld 10233102 |  |  |  |
| :--- | :--- | :--- | :--- |
| Leaf set SMALLER LARGER |  |  |  |
| 10233033 | 10233021 | 10233120 | 10233122 |
| 10233001 | 10233000 | 10233230 | 10233232 |


$|$| Routing table |  |  |  |
| :--- | :--- | :--- | :--- |
| $-0-2212102$ $\mathbf{1}$ $-2-2301203$ | $-3-1203203$ |  |  |
| $\mathbf{0}$ | $1-1-301233$ | $1-2-230203$ | $1-3-021022$ |
| $10-0-31203$ | $10-1-32102$ | $\mathbf{2}$ | $10-3-23302$ |
| $102-0-0230$ | $102-1-1302$ | $102-2-2302$ | $\mathbf{3}$ |
| $1023-0-322$ | $1023-1-000$ | $1023-2-121$ | $\mathbf{3}$ |
| $10233-0-01$ | $\mathbf{1}$ | $10233-2-32$ |  |
| $\mathbf{0}$ |  | $102331-2-0$ |  |
|  |  | $\mathbf{2}$ |  |

## Neighborhood set

| 13021022 | 10200230 | 11301233 | 31301233 |
| :--- | :--- | :--- | :--- |
| 02212102 | 22301203 | 31203203 | 33213321 |
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## Algorithm for Routing

■ For a given $r \in I D$ we want to find the node $n$ with $|i d(n)-r|=\min$.

- We start at a node $p$.
- If $n$ is in the leaf set we forward the message to it.
- Otherwise let $c=p f x /(i d(p), r)$
- If $R[c, r[c]] \neq$ null forward to that node.
- Otherwise route to the "best" node $p^{\prime}$ known to $p$ with $\left|r-i d\left(p^{\prime}\right)\right|<|r-i d(p)|$ and $p f x l\left(i d\left(p^{\prime}\right), r\right) \geq r$.
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## Locality

- IDs are distributed randomly through the underlying network. - It is unlikely that $|L| / 2$ nodes with consecutive IDs fail.
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## Algorithm for Routing

## Search(r)
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## Insertion of a peer

■ Let $p$ be a new peer with tables $R, L$ and $M$.

- Try to choose values for the routing table so, that distances are minimal.
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## Insertion of a peer (cont.)

- Let $M=M_{0}$.
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- Request $R_{q}$ from all $q \in M$ and look for better entries for $R$.
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## Fact

The algorithm for inserting peers generates good $R[i, j]$.
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